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Review Measures Research Design Reporting Results Attendance

Basic Process

Most policy research involves deceptively simple steps:
1 Define the question you would like answered.
2 State hypotheses about the answer to the question.
3 Collect data that can answer the question.
4 Calculate measures to test hypotheses put forward about the

relationship of interest.

Mean, Median - Measures of central tendency; describes value of X
or Y in a typical case.
Quartiles, Standard deviation - Measures of spread; describes range
of values in sample/population and measures deviations from the
typical case.
Pearson’s “r” coefficient - Measure of covariance; describes the
strength and direction of the relationship between two variables.

5 Organize and report results.

Pie and bar graphs - Depict the distribution of a categorical variable.
Histogram - Depict the distribution of a quantitative variable.
Scatterplot - Depict the relationship between two quantitative
variables.
Two-way table - Joint distribution of two categorical variables.
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Measures of Central Tendency

Measures of Central Tendency

Mean, average

Interpretation: Approximates a representative value of a variable
from a population.
Formula:

x =
1

n

n∑
i=1

Xi (1)

Calculating in Stata: sum varlist

Median

Interpretation: The exact center of an ordered distribution of a
variable. From this point, 50% of observations have a higher value
and 50% have a lower value.
Formula: 1. sort the data from lowest to highest; 2. if n is odd, the
median is observation (n + 1)/2 down the list; 3. if n is even, the
median is the mean of the middle two observations.
Calculating in Stata: sum varlist, detail

Distance between median and mean suggests size and direction of
skew.
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Measures of Spread

Quartiles

Quartiles

Interpretation: The exact center above and below the median value.
A large value distance suggests a wide spread and vice versa.
Formula: After finding the median, find the median of the
observations above the median and then find the median of the
observations below the median. In both cases, exclude the median.
Calculating in Stata: sum varlist, detail (25% and 75% give
you the values of the quartiles; 50% is, of course, the median)
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Measures of Spread

Inter-quartile Range (IQR) and outliers

1 Subtract bottom quartile value from top quartile value
(IQR = TopQ − BottomQ).

2 Find the outlier distance by multiplying 1.5 times the IQR
(OD = 1.5 × IQR)

3 Find the outlier thresholds by adding the outlier distance to the top
quartile and substracting the outlier distance from the bottom
quartile. Values above and below these thresholds, respectively, are
outliers.
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Measures of Spread

Standard Deviations

Standard Deviation

Interpretation: A standardized unit that measures distance relative to
the mean. Large standard deviations means a high spread and vice
versa.
Formula:

s2 =
1

n − 1

n∑
1

(xi − x)2 (2)

s =

√√√√ 1

n − 1

n∑
1

(xi − x)2 (3)

Calculating in Stata: sum varlist
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Other Measures

Z-Scores

Z-Scores

Interpretation: A standardized measure of an observation’s distance
from the sample mean expressed in terms of standard deviations.
Formula:

Z =
(X − µ)

σ
(4)

Calculating in Stata: 1. egen mean x = mean(varx); 2. egen sd x

= sd(varx) 3. gen z x = ((varx − mean x)/sd x)

68-95-99.7 rule: 68% of observations are between -1 and 1 s.d.’s;
95% of observations are between -2 and 2 s.d.’s; 99.7% of
observations are between -3 and 3 s.d.’s.

7 / 19



Review Measures Research Design Reporting Results Attendance

Other Measures

Z-Scores

Z-Scores

Interpretation: A standardized measure of an observation’s distance
from the sample mean expressed in terms of standard deviations.

Formula:

Z =
(X − µ)

σ
(4)

Calculating in Stata: 1. egen mean x = mean(varx); 2. egen sd x

= sd(varx) 3. gen z x = ((varx − mean x)/sd x)

68-95-99.7 rule: 68% of observations are between -1 and 1 s.d.’s;
95% of observations are between -2 and 2 s.d.’s; 99.7% of
observations are between -3 and 3 s.d.’s.

7 / 19



Review Measures Research Design Reporting Results Attendance

Other Measures

Z-Scores

Z-Scores

Interpretation: A standardized measure of an observation’s distance
from the sample mean expressed in terms of standard deviations.
Formula:

Z =
(X − µ)

σ
(4)

Calculating in Stata: 1. egen mean x = mean(varx); 2. egen sd x

= sd(varx) 3. gen z x = ((varx − mean x)/sd x)

68-95-99.7 rule: 68% of observations are between -1 and 1 s.d.’s;
95% of observations are between -2 and 2 s.d.’s; 99.7% of
observations are between -3 and 3 s.d.’s.

7 / 19



Review Measures Research Design Reporting Results Attendance

Other Measures

Z-Scores

Z-Scores

Interpretation: A standardized measure of an observation’s distance
from the sample mean expressed in terms of standard deviations.
Formula:

Z =
(X − µ)

σ
(4)

Calculating in Stata: 1. egen mean x = mean(varx); 2. egen sd x

= sd(varx) 3. gen z x = ((varx − mean x)/sd x)

68-95-99.7 rule: 68% of observations are between -1 and 1 s.d.’s;
95% of observations are between -2 and 2 s.d.’s; 99.7% of
observations are between -3 and 3 s.d.’s.

7 / 19



Review Measures Research Design Reporting Results Attendance

Other Measures

Z-Scores

Z-Scores

Interpretation: A standardized measure of an observation’s distance
from the sample mean expressed in terms of standard deviations.
Formula:

Z =
(X − µ)

σ
(4)

Calculating in Stata: 1. egen mean x = mean(varx); 2. egen sd x

= sd(varx) 3. gen z x = ((varx − mean x)/sd x)

68-95-99.7 rule: 68% of observations are between -1 and 1 s.d.’s;
95% of observations are between -2 and 2 s.d.’s; 99.7% of
observations are between -3 and 3 s.d.’s.

7 / 19



Review Measures Research Design Reporting Results Attendance

Other Measures

Using Z-Tables
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Other Measures

Pearson’s R

Pearson’s R Coefficient

Interpretation: Standardized measure of the strength of the
relationship between two variables, ranging from -1 to 1. Closer to -1
and 1 represents strong relationships.
Formula:

r =
1

n − 1

n∑
i=1

(
xi − x

sx
)(
yi − y

sy
) (5)

Calculating in Stata: corr var1 var2
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Categorical Variables

Categorical Variables

Relationships of Categorical Variables

Interpretation: The relationship between categorical variables is
expressed in proportions or probabilities. Conditional on being in a
category in variable A, the proportion of observations in a category in
variable B provides the conditional probability.
Formula:

P =
Ncell

Ncolumn
or

Ncell

Nrow
(6)

Calculating in Stata: tab var1 var2, col row (for a two-way
table)
Two-way tables provide the marginal distribution (the proportion of
each category for the whole sample in both the row variable and
column variable) and the conditional distributions of both variables
(the row and column percents in each cell or ex. how variable A is
distributed conditional on being in category 1 of variable B)
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Study Designs

Common Study Designs

Observational:

Record data on individuals without attempting to influence the
responses
Good for describing a trend or theoretically important relationship

Quasi-experimental:

Use advanced statistical techniques to estimate effects of treatments
on people in the real world
Good for identifying a causal link between an intervention and an
outcome.

Experimental:

Deliberately impose a treatment on individuals and record their
responses. Influential factors can be controlled.
Good for identifying a causal link between an intervention and an
outcome.
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Review Measures Research Design Reporting Results Attendance

Sampling

Common sample designs:

Convenience sampling:

Just ask whoever is around. Examples: Street polls, classroom polls,
many marketing surveys.

Voluntary Response Sampling:

Individuals choose to be involved. Examples: Clinical trials, Internet
polls

Random sampling:

Individuals are randomly selected. Each individual in the population
has the same probability of being in the sample. Example: Public
opinion polls.

Stratified random sample:

a series of random sampling performed on subgroups of a given
population. Examples: Some government surveys.

Multiple stage random sample:

select groups within a population in stages, resulting in a sample
consisting of clusters of individuals. Examples: Many government
studies.
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Variable Types

Response, dependent variables - the variable that measures the
outcome being studied (e.g., student learning, physical health, etc.)

Explanatory, independent variables - the variable that measures the
factor or treatment believed to be related to changes in the outcome
of interest in a study

Lurking, omitted variable - the variable not accounted for in a study
design that might explain all or part of an observed relationship
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Pie Graphs

Code: graph pie tucaseidr, over(hhincome)

Source: ATUS data, Stata Lab in Week 1, Stata Handout 1

Requires a numeric variables that identifies observations.

Takes counts of observations in each category of a categorical
variable and presents them as proportions of all observations.
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Bar graphs: Frequencies

Code: graph bar (count), over(hhincome)

Source: ATUS data, Stata Lab in Week 1, Stata Handout 1

Frequency graphs (using (count) in the code) only need a
categorical variable defined. Conditions (using if statements) can
be added before the comma.

Takes counts of observations in each category of a categorical
variable and presents them as bars.
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Bar graphs: Averages and Proportions

Code: graph bar (mean) hw tot, over(hhincome)

Source: ATUS data, Stata Lab in Week 1, Stata Handout 1

Average graphs (using (mean) in the code) need a y-variable
defined.

Shows the average value of yvar (in this case hw tot) within
categories of a categorical variable. Provides proportions if yvar is
indicator variable.
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Histograms

Code: histogram hw tot2

Source: ATUS data, Stata Lab in Week 1, Stata Handout 1

Shows the distribution of values of var (in this canse hw tot2) by
presenting a count of observations in a given bin (i.e., range of
values) for all possible values of var.
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Scatterplots

Code: scatter incwage avg years education avg

Source: ACS data - city level, Stata Lab in Week 2, Stata Handout 2

Variable for the y-axis comes first in the code.

Shows the value of yvar (here, incwage avg) and xvar (here,
years education avg) for each observation and plots each
observation as a point on a coordinate plane. Useful for examining
relationships between two variables.
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